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What is Natural Language Processing (NLP)?

Natural
Language

Processing

NLP is the process that helps Artificial Intelligence (Al) understand language rules and
grammar. By programming, we enable Al to create complex models that represent these rules
and use them to complete specific tasks.
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Basic Task of NLP

Information Extraction

» Speech Tagging
Identifying parts of speech in sentences, such as nouns, verbs, adjectives, and more.

Dato Propostion [adecte
! !

Founded in 1963, The|Chinese University of Hong Kong (CUHK) is a forward-looking comprehensive

with = global and tojcombine with , and to bring China and the West.

l
Coate

« Named Entity Recognition
Identifying multiple instances of nouns, such as names, organizations, dates, and locations.
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Understanding Tasks

« Word Sense Disambiguation
Determining the exact meaning of a word with multiple meanings in a specific context.

Ruigi is a Ph.D student at CUHK. .

S: (n) mouse
S: (n) rodent, gnawer
She enjoys working on bioinformatics projects at the university.

» S:(n) shiner, black eye, mouse
. . . . X > S:(n) bruise, contusion
Her favorite tool is a Logitech wireless mouse.
x » S:(n) mouse
x/ S: (n) person, individual, someone,

somebody, mortal, soul

w\-» S: (n) mouse, computer mouse
S: (n) electronic device
e Co-reference Resolution
Finding all expressions that refer to the same entity within a text.
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Classification and Prediction
Technology

|
Foorice I
Sports
O

I

Classification Task: Assigning text to
predefined categories.

Entertainment

books
/_— Prediction Task: Predicting a specific outcome based
the students opened their
\ T exams on text data.
minds

Machine Learning, NLP: Text Classification using scikit-learn, python and NLTK.
> 5 = . %
e ety _
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Generation Tasks

Generation Tasks and Understanding Tasks are core tasks in NLP.
NLU: Using grammar and meaning analysis to understand the meaning of text or speech.
NLG: Generating text and speech from data input.

Hi, how can
| help you Today!

NL
N LG Natyrg, Lanlgl

u
nderSta 'nage

Natural Languageé Nding

oeneration

Natural Language Generation-Genspark
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How Does NLP Work?

Text input and iteration &
data collection improvements
Evauation & Q
Text . .
@ Preprocessing optimization

Text model deployment
Representation and inference

‘ Model selection
@ Feature selection ) training

Natural Language Processing (NLP) — Overview

%‘é“’ ik%‘g cuU EREXABMERE
The Chinese University of Hong Kong Meciding i?gﬂl;ngisms gﬁlncgll!:neg




An evolution process of the five generations of language models (LM)

Cross-modal
.
Attention Is All You Need task solver
«Gemini, GPT-4V, LLaVa,
fwﬁ‘m& gy LLaMa-AdapterV2
2 - «Multimodal Fusion
' Transferable ‘ «Advanced Contextual
Understanding
§ B NLP task solver L *Solve various real-
f ( . +GPT-3/4, ChatGPT, world tasks
i «ELMO, BERT, GPT-1/2 Claude
K «Context-aware #Scaling language models
Tas representations «Prompt based
solving Spedﬁc task Pre-training + fine- completion
; helper tuning *Solve various real-
capacity *Solve various NLP world tasks
«n-grammodels tasks 3
«Statistical methods +Word2vec (NPLM), NLPS 3 General-purpose
«Probability estimation «Static word task solver
*Assist in specific representations !
tasks «Neural context modeling :
«Solve typical NLP ‘ |
tasks 1 !
Task-agnostic !
feature learner !
| |
l L
1990s 2013 2018 2020 2023

Red Teaming for Multimodal Large Language Models: A Survey
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NLP in Microbiology

B Y Pt

Microbial genomic elements are Protein Sequence DNA/Genomic Sequence
TACTAGAGCA T3 . « Proteins/peptides as * Genome-scale DNA/contigs as
ONA organized as: “centonces’ “qentences’
\L + Amino acid (AA) * Nucleotides/genes as "v_vords"
e sequences of nucleotide base , [oskdues se wordg®  * Longer context then ica
1 H 10x~1000x AA: + Tokenization
ANA pairs (for genomic DNA) (O1000KA) 2 atonton mechanism

Lo » Hierarchical scaffolding

DA e amino acids (AA, for proteins).

: —)

Transcvipt

| Protein/DNA/Genomic Language Models |
1 (RNA)
|Sequence Representation with Attention
Het - Tle ~ Sec PO\W"A” — b

The complex dependency structure of protein/gene-
level or genomic-scale sequences can be modeled by
language model techniques

DNA CODE OF LIFE
Recent advances in deep learning and language models for studying the microbiome
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Protein Language Modeling

Protein language models fit well within transformer context lengths, as microbial proteins
usually contain fewer than 1,000 amino acids (tokens).

Protein language models are used for designing and predicting individual proteins.

Tasks:

Identifying specific functional regions or domains (Information Extraction)
Novel protein generation (Generation Tasks)

Function and structure prediction (Classification and Prediction)

Datasets:

UniProt

Gene Ontology (GO)
Protein Data Bank (PDB)
PeptideAtlas
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NLP transformer architecture

NSGPF V@A AKM = r[ encooen ) ( DEC%DER T
[ oener | e — = | Transformer architecture
TOkeN:a e W | -
basic unit @ @ fMASKf @ @ @ @ ) oo )]
of text i | Encoder: Produce an
ransrtormer

Encoder A representation for each token
( ) in the input sequence.

@ @ @ @ @ @ JL ( Feed:)rward J ( En(oderDe(:derA[mnnon J DeCOder:PrOduce an
Ve Vi Viuas Ve ) — I representation for each word in

I @ @ @ @ @ @ @ f ] [ 1 ] the target sequence.
Protein Sequence  AHLATEQLKVFGAAALALFGDDALGDGEKLF...SSPRMARKAKERSEGQVALEL

Ao 2 af 9.8t Mmotifscan S . B g:‘*‘-ﬁ

—

Classification Classification . . . Motifs AHLATEQLKVF GAAALALFGDDALGDGEKLF... RSGSSPRMARKAKEEQVALEL
Layer Layer Attention mechanism: -
un d erSt an d th e AHLA-—-QLKV--—-AAAL-—--GDDAL--—GEKLF-—--SSPRMAR----AKE-—-QVALEL

relationships yrrsbrstuin
Protein Family/ ) d
Interaction CLS] N8 iGfi FV LV AAK M -~ between WOI’dS. /

AHLA-----QLKV-----AAAL----GDDAL----GEKLF-----SSPRMAR----AKE---QVALEL

SelfAT-Fold: Protein Fold Recognition Based on Residue-Based and Motif-Based Self-Attention Networks
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ProteinBERT: a universal deep-learning model of protein sequence and function

Pre-trained Language Models(PLMs): language models having powerful transferability for other NLP tasks.

BERT = Bidirectional Encoder Representations from Transformers

Unidirectional context Bidirectional context

Build representation incrementally Words can “see themselves”
1.’— a bank 1‘911 ba z:i-,
\ Laycrz H buyerz ]—-[ Layerz | I Layerz l:l Layerz lj Luywz |
[ Layerz I—'l Layerz H Layer 2 | | Layer 2 H Layer 2 l:l Layer 2 l
I f f 1
open a <s> pen
. . buy .
Lily went to the store to____ Lily went to the store to __” a pencil.

With pre-training, bigger == better,
without clear limits.
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ProteinBERT: a universal deep-learning model of protein sequence and function

Output sequence Output annotations

ProteinBERT architecture: st s S
« Supports both local (sequential) and global data, p N\
. Local representations  Global representations
unlike standard Transformers. (BXLX i) (B X dytopad

e Comprises six transformer-like blocks for

Norm Add &@f

manipulating local and global representations.
—
[ Dense } Global ] [ Dense ’
(location-wise) Attention X6
Norm | @7
res] Lo | (B2
. . ‘g . t 1
ProteinBERT provides rapid inference and effective A I e
training with limited labeled data (annotation), while N “
also maintaining a smaller model size ]
Input sequence Input annotations

Nadav Brandes.ProteinBERT: a universal deep-learning model of protein
sequence and function, Bioinformatics, Volume 38, Issue 8, March 2022.
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Prediction of antibiotic resistance mechanisms using ProteinBERT

ARG MLS..G
Tokenizer

(sTART] [M|L[s|..[c]| Enp |
Embedding

I.

ProteinBERT X6
Fully Connected Layer
Softmax Layer

NG
IL"‘_A-_

:
i
{

B8 w2+ xxe
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Existing methods struggle to accurately predict resistance mechanisms
for ARGs with low similarity to known sequences and lack sufficient

interpretability of the prediction models.

1:antibiotic inactivation

This model is based on Our Model
ProteinBERT and features an input
layer for ARG sequences and an

output layer that predicts six Low our Model |
) . Our Model
resistance mechanism labels Homology ‘oo |

Dataset 6:0thers

2:antibiotic target alteration
® 3:antibiotic efflux
Predict 4:antibiotic target replacement

5:antibiotic target protection

@ Attention Analysis

Compare with amino acid conservation

The model was fine-tuned using

the HMD-ARG DB and a custom ~ =p> LA
low-homology dataset, followed by vinTalnl«
attention analysis I NBEE

from InterPro

Identify attention-intensive regions

0 InterPro

Kanami Yagimoto, Shion Hosoda, Miwa Sato, Michiaki Hamada, Prediction of antibiotic resistance

mechanisms using a protein language model, Bioinformatics, Volume 40, Issue 10, October 2024
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Identification of antimicrobial peptides from the human gut microbiome

4 N [ Metagenome opllecton 154,723 ) The human gut microbiome encodes a large
AN[P data  Non-AVIP data , variety of antimicrobial peptides (AMPs), but
3 ! the short lengths of AMPs pose a challenge
S for computational prediction.
| Ref genome 4,409 |
Small ORF
prediction > l
8 2 Metaproteome
. . ORF 211,759,711 . .
1ein i e — E | 108806019 |  Combined multiple natural language
S models. | ——| predicton | r—> | ltggg,‘& processing neural network models:
ul .
models A l ¢_AMPs 20,426.401| sProtein LSTM, Attention and BERT
- \\ / 19,881,257
- T
Y Intersection
r:r?gv:: [ c_AMPs with coding potential 2,349 || This model effectively identifies these
Y short peptides by treating peptide
e\ — = , o sequences as text and utilizing deep
Model 2 ( ET 1 Experiment verification 216 | : techniques. therebv overcomin
Moials S| e — earning techniques, thereby ov ing
Model 4 (’ g T : the limitations of traditional methods.
Model 5
- J J

Ma, Y., Guo, Z., Xia, B. et al. Identification of antimicrobial peptides from the
human gut microbiome using deep learning. Nat Biotechnol 40, 921
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AlphaFold: One of the most inspiring research results!

TTete LA EEE! ) CTPT4cd - High
W s % [Single repr. rc] —> confidence
C_ Y (Drorery Ty 8 a
e SRRt iy {5 e ~3
search S 4
¢ : Evoformer S;rgg:ljge o RARSY
48 block:
Input sequence [ ( ocks) | il r@\%
1+
orecs prses Ay
= i 3D structure
representation, —p —> representation | ——p
(r,r,c) (rrc)

L» Structure | ——p L =) ______ I
database ‘

search
Templates 1
Median Free-Modelling Accuracy 4{ < Recycling (three times)
e Predict 3D structure with the help of molecular dynamics

e " * MSA + EvoFormer +End2end training: perfect combination for
7w biomedical knowledge and NLP technique

* A breakthrough for the 3D structure prediction accuracy (comparable

e » e to human level ,

Goos 2006 a0lo 2012 ol 208 208 2070 ) Jumper, J., Evans, R., Pritzel, A. et al. Highly accurate protein structure

prediction with AlphaFold. Nature 596, 583-589 (2021

CASP
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DNA/Genomic Language Modeling

The large scale of microbial contigs or whole genomes, ranging from 0.5 to 10 million base
pairs, often exceeds transformer context windows, necessitating the use of additional
techniques like CNNs to analyze genes.

Tasks:

predict gene function (Classification and Prediction)

predict proximal and core promoter regions (Classification and Prediction)
identify transcription factor binding regions (Understanding Tasks)

figure out important regions and sequence motifs (Information Extraction)
Generate sequences with potential specific functions (Generation Tasks)

Datasets:

PubMLST

Microbiome Database (MDB)

CNGBdb

Environmental Microbiome Database (ES-DB)

) sxvxxsg
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DNABERT: pre-trained Bidirectional Encoder Representations from Transformers model for DNA-
language in genome

Initial Starting Line Pre-trained Fine-tuned
DNABERT General Purpose I DNABERT DNABERT
Pre-train

| ‘.0 v N_/
Human | // \\//“\\// Task-specific A\\//“\\/
Genome \V, .4\"‘.‘\'[A Fine-Tune Y .‘\'lA LW/
Y7 AN N YT AN
BERT Style — QSCQCCGAAEE — 4"('\’”‘/ \OUQI — -6"0(“\6'/ \0”0/
AR TR OV V¢

I

I

GCAGTTGCA I
GCTTGGCACA I
|

|

.V VNNV
NAWA

DNABERT adopts general-purpose pre-training which can then be fine-tuned for multiple
purposes using various task-specific data.

Nadav Brandes, Dan Ofer, Yam Peleg, Nadav Rappoport, Michal Linial, ProteinBERT: a universal deep-learning
model of protein sequence and function, Bioinformatics, Volume 38, Issue 8, March 2022
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DNABERT: pre-trained Bidirectional Encoder Representations from Transformers model for DNA-
language in genome

Classification result of Classification results of
original sequence each masked token

t
Layer

DNABERT addresses the technical challenges of
traditional CNN and RNN models, which struggle to N——
effectively capture global context and long-range Classfier
dependencies in long sequences.

Token-level
Classifier

Last Hidden
State

I%IIOaIIO«IIOsITIOmI

ermmaning | [t ] [Cho ] [T ] [T ] o[ ] [ ] [t ] [ ] [ ] [ ] e \
= [ LayerNorm |
@
ET.’S':.':‘L'?:L EEEE”EEE@ m
+
emvodaing |5t ][ Eace | [ Ecen | [ Eanc | [ Enr | o [ Ecr | i [Evans] [Evonsd [ Ecns | [ Esen | —_—
1 Feed to the Embedding layer LayerNorm X 12
[CLS] AGC GCA CAC ACT we CTT [MASK][MASK] [MASK] CAG [SEP] D
So:‘:::ca ? Mask (Only in pre-training) Multi-Head
[CLS] AGC GCA CAC ACT we C G TGC GCA CAG [SEP] Self-Attention
1 Tokenize \ /

Original

Sequence AGCACTGCTATCAIGCTTGCAG

Compared to traditional methods, DNABERT achieves superior performance and better cross-
organism adaptability through its pre-training and fine-tuning approach, even in data-scarce scenarios.

Nadav Brandes, Dan Ofer, Yam Peleg, Nadav Rappoport, Michal Linial, ProteinBERT: a universal deep-
learning model of protein sequence and function. Bioinformatics. Volume 38. Issue 8, March 2022
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ViraLM: Empowering Virus Discovery through the Genome Foundation Model

WNAMACAATAATAACTCGG
‘ Byte Pair Encoding

A AAT ETRCGG]
1
Token Ids ‘m
1 ]
Transformer Block Pre-trained
Foundation
—® Model

Knowledge

Binary Classification Layer

! 2
[rediction | score

Virus 0.85

|

] [P
y p

Detecting viruses in metagenomic data :
Limited Reference Sequences

Difficulty in Identifying Short Viral Fragments
Inconsistency in Search Results

Limitations of Protein-Based Methods

The main architecture of ViraLM:
a pre-trained Transformer block from DNABERT-2
a fine-tuned binary classifier layer for virus classification.

ViraLM: Empowering Virus Discovery through the Genome Foundation Model
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Future Directions

Low-resource learning: lack of annotated data.

Al for science: user-friendly assistant tools with lower barriers to entry; unleash human

researcher productivity.

<
(EZEEM Molecule Display | Nucleotides | Graphics | Map | Medicalimage | Markers | Right Mouse

BE &g SS /OL [ 1M >R Q

Open Recent Sove  Swpshoi Spin  Show Mide  Show Mds  Sick Sphew el Whie Sick Simple Soft  Full inspect

stick

File Images Atoms Cartoons Styles Background Lighting Selection

Log
color #2 bypolymer
hide #1 models
Models
Dl % Close
best_modeLpdb 1 -
6z1j 20k e
Show
[x]5) AlphaFold

AlphaFold database and structure prediction

«Fetch - Open the database structure with the most similar sequence.

*Search - Find similar sequences in the AlphaFold database using BLAST.

*Predict - Compute a new structure using AlphaFold on Google servers.
For enter by commas

Sequence Paste 3

FDLASLAIYSFWIFLAGLIYYLQTENMREGYPLENEDGTPAANQGPFPLPKPKTFILPHGRGTLTVP!

DLFAGIPTIKSPTEVTLLEEDKICGYVAGGLMYAAPKRKS,
@ Is prokaryote? Used for

Fetch  Search  Predict ~ Coloring  Help

Command: color #2 bypolymer

GP

ESEDRPIALAR PTGDPMKD RRDLPELD! IKPMKAAAGFHVSA
GKNPIGLPVRGCDLEIAGKVVDIWVDIPEQMARFLEVELKDGSTRLLPMQMVKVQSNRVHVNALSS

. Colored 7364 atoms, 0 surfaces, 1030 residues, and rings s ~ |
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Cross-modal processing: bridging biomolecules and natural language or different forms

@ BioBERT
A2 SCBERT
&5 ClinicalBERT @ scifive

':VEA BioMegatron .
[  BlueBerT € Biom-BERT
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I | Text2Mol KV-PLM )
| €3 siotinkaert BioRARY
ProTransIatar 6 ScholarBERT
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Leveraging Biomolecule and Natural Language through Multi-Modal Learning: A Survey
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Takeaways

1. Protein and DNA sequences resemble natural language, enabling NLP
techniques to analyze complex dependencies in microbiomes and
metagenomic data.

2. ProteinBERT leverages transformer architecture to predict protein
functions and resistance mechanisms, outperforming traditional methods
and demonstrating interpretability in bioinformatics.

3. The large scale of microbial genomes necessitates advanced techniques like
CNNs and DNABERT, which effectively capture long-range dependencies
and provide contextualized representations of DNA sequences.

4. ViraLM builds on DNABERT-2 to enhance virus classification by recognizing
subtle differences in nucleotide sequences, demonstrating the
effectiveness of transfer learning.
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